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The advancement in the field of music signal processing insists on development of specific and adept Music
Information Retrieval (MIR) techniques. In this paper, we propose an effective Query by Humming (QBH)
MIR system for retrieving the favorite song based on enhanced statistical descriptors of the Intrinsic Mode
Function (IMF) and Humming Query (HQ). Initially we have adopted the Empirical Mode Decomposition
(EMD) technique for music processing and imparted outcome, to be exact IMFs as the significant source for
the extraction of statistical descriptors. In the proposed system, nine statistical descriptors corresponding
to five statistical properties are extracted. The proposed system’s effectiveness is appraised through series
of experiments on a music database consisting of 1495 fragments extracted manually from 1200 songs. The
experimental findings effectively retrieve the favorite song based on HQ and affirm the importance of EMD.
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1. INTRODUCTION

The precincts of syntactic and text based music
retrieval techniques are overcome by QBH mu-
sic retrieval system, which allows users to dis-
cover favorite song through humming a piece of
a song [1]. The versatility and rising availabil-
ity of contemporary digital music necessitates
QBH music retrieval systems for applications
like Radio or Disco Jockey (DJ) play list gener-
ation, on line music access, personal and public
music collections management [2].

Music melody representation through the set of
discriminating features, query processing and
melody matching are some of the key chal-
lenges in QBH system. Music signal often
exhibits rich and complex dynamic structure.
In order to capture this structural information
various signal transformations such as Fourier
Transforms (FT), Wavelet Transforms (WT)
are applied [3][4]. FT is more suitable for linear
and stationary signals and WT for linear and

non-stationary signals respectively. However,
music signal’s non-stationarity and dynamisms
are quite difficult to capture.

The Hilbert-Huang Transform (HHT) is one
among the options available that facilitates
to quantify the complex structures and dy-
namism in music signals [5]. Hence we have
adopted HHT as a reliable means to analyze
and transform music signal before feature ex-
traction [6]. The main constituent of HHT
is the Empirical Mode Decomposition (EMD),
which decomposes the signal into a summa-
tion of zero-mean Amplitude Modulated (AM)
or Frequency Modulated (FM) components,
called Intrinsic Mode Functions (IMF) [5].

Then enhanced statistical descriptors such as
mean or first moment, Standard Deviation
(SD) or second moment, skewness or third
moment, kurtosis or fourth moment, three
percentiles, Shannon entropy and Zero Cross-
ing Rate (ZCR) are extracted from significant
IMFs to represent music melody.
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Figure 8. Performance Analysis (a) Top X Hit Rate vs. Number of Song Fragments (b)
Accuracy vs. Number of Song Fragments

Table 2
Percentage of Songs Precisely Retrieved at Various Number of IMFs and Number of Song Fragments

IMFs
Number of Song Fragments

1495 1300 1000 800 500 200 100

1 58.90 59.20 61.99 64.53 65.94 67.81 70.03

2 57.19 58.30 61.20 63.58 64.00 66.34 69.89

3 56.10 57.14 60.10 62.34 64.39 65.48 68.22

4 54.89 56.70 59.10 60.30 62.80 64.00 66.90

5 53.77 55.12 58.55 59.11 61.44 62.12 65.32

6 52.70 54.40 57.30 58.10 60.40 61.70 64.10

7 51.11 53.00 55.11 57.35 59.91 60.21 62.14

8 50.90 52.40 53.90 56.60 58.80 59.30 61.10

9 49.87 51.14 52.99 54.77 56.14 58.40 59.33

10 48.10 50.20 51.70 52.30 54.20 56.20 58.40
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