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sensor network is disrupted, when the sensor
nodes are compromised. The lifetime of sensor
node depends on the energy consumed at the
sensor nodes for different operations like infor-
mation sensing and packet transmission by the
node. Wireless sensor networks aim at smaller
size, decreased cost and increased battery life-
time of the sensor nodes. Sensor node energy
consumption is considered in two dimensions:
low energy consumption and efficient energy
consumption. For all the necessary operations
of the sensor node, energy consumption has to
be at minimal level. Energy consuming activ-
ities have to be reduced, for efficient energy
consumption.

Autonomous operation of the sensor nodes in
the sensor network is one of the major require-
ments as nodes are deployed in strategic lo-
cations where human intervention is not easy.
Wireless sensor network must be fault tolerant
and robust to adapt to failure of some of the
nodes in the network. Specific applications of
wireless sensor networks like closed loop reg-
ulatory systems are extremely delay sensitive
and require communication in wireless sensor
network to be predictable and real time guar-
anteed. Data aggregation in the same sensor,
or, among a group of sensors is another method
to minimize number of packets communicated
in the network to increase energy efficiency of
wireless sensor networks.

In networks with higher node density, large
numbers of sensor nodes are deployed in the
network, nodes are very close to each other.
Hence, multi-hop communication in sensor net-
works consumes lesser power than the tra-
ditional single hop communication. Further-
more, the transmission power levels can be
kept low, which is highly desired in several ap-
plications of networks. Multi-hop communi-
cation effectively overcomes some of the sig-
nal propagation effects experienced in long-
distance wireless communication.

Based on the network structure, routing tech-
niques in wireless sensor networks can be clas-
sified as flat routing and hierarchical routing

techniques. In flat routing, all the nodes have
equal capabilities and functionalities. Sequen-
tial assignment Routing and Directed Diffusion
are examples of flat routing techniques. Sensor
nodes are divided into clusters and each cluster
has a cluster head node with special functions
in hierarchical routing. LEACH [3] and HEED
are Time Division Multiple Access (TDMA)
based hierarchical routing techniques. Multi-
path routing ensures reliability and timely de-
livery of data from source to destination node
in a network. Fault tolerant routing protocols
provide robust routing techniques that are less
affected by failure of links among nodes and
nodes themselves.

Trust is one of the main mechanisms to provide
security [4] in the operation of wireless sensor
network. Trust is a multidimensional, complex,
and context dependent concept. To calculate
trust of a node and identify nodes as malicious,
several parameters are considered. Trust man-
agement in sensor network includes key design
issues such as trust composition, trust aggre-
gation and trust formation. Intimacy, honesty,
energy and unselfishness of sensor nodes are
considered as the components of trust. Aggre-
gation of trust of sensor nodes in hierarchical
networks is done by the cluster head nodes.
Trust formation is done based on communica-
tion as well as quality of service factors.

Contribution: The battery lifetime of a sen-
sor node is a very important factor in deciding
the lifetime of a network. Reliable transmission
in communication is another important quality
of a good sensor network. A hierarchical rout-
ing protocol for Wireless Sensor Networks is
proposed to improve the network lifetime and
the packet delivery factorin the network using
trust of the nodes. Trust of a sensor node is
formed based on the interaction of the node
with its neighbors and its residual energy.

2. RELATED WORK

Any work is incomplete without the knowl-
edge of past developments in the same field.
This section describes some the previous works
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that are based on hierarchical wireless sensor
networks, routing protocols and trust manage-
ment in wireless sensor networks.

Duan et al., [6] propose a trust based secure
routing protocol to resist various attacks in
wireless sensor networks. A combination of
trust metric and QoS metric are used as rout-
ing metric to improve security aspects of the
performance of a dense network. Aivaloglou
and Gritzalis [7] propose a hybrid trust man-
agement model to uniformly support the needs
of nodes with different roles and capabilities us-
ing the knowledge of network topology and the
information flows. The trust establishment is
done based on certificate based and behaviour
based approaches on common evaluation pro-
cesses and metrics. The results and analysis of
simulations show the effectiveness in managing
the trust relationships between nodes and clus-
ters in the network.

Liu et al., [8] consider the security of geo-
graphic routing used in ad-hoc and wireless
sensor networks. A location verification algo-
rithm is proposed to address the attacks of false
location information in networks. Another al-
gorithm is proposed for trust-based probabilis-
tic multi-path routing to defeat attacks on ge-
ographic routing. Possible attacks and secu-
rity issues in network are directions for future
work. In the work [9], a new lightweight Group-
based Trust Management Scheme (GTMS) for
wireless sensor networks that employs cluster-
ing is proposed. The approach reduces the
cost of trust evaluation for sensor nodes. The
theoretical as well as simulation results show
that the scheme demands less memory, com-
munication overheads and energy as compared
to the current state-of-the-art trust manage-
ment schemes. Furthermore, GTMS enables
us to detect and prevent malicious, selfish, and
faulty nodes.

Zhang et al., [10] proposes a trust-based de-
fending model against false routing informa-
tion, selective forwarding and Sybil attack in
wireless sensor networks. A combination of en-
ergy, routing cost and trust are used in next

hop of routing. The simulation results show
that the proposed model has advantages of
packet delivery ratio and network lifetime over
the existing models. In paper [11], the authors
focus on pre-distribution schemes well-adapted
for homogeneous networks to identify generic
features that can improve some of the met-
rics for lightweight key management solutions
for wireless sensor networks. The challenges
in the area and future research directions are
discussed in this paper.

The differences between security and trust in
wireless sensor networks is discussed in [12].
The paper concludes that data trust and com-
munication trust have to be combined to in-
fer the total trust in the network. A sur-
vey of trust models in different network do-
mains is given in paper [13]. The authors
in [14] propose a novel hierarchicaltrust man-
agementscheme that minimizes communication
and storage overheads. This scheme takes into
account direct and indirect or group trust in
trust evaluation as well as the energy associ-
ated withsensor nodesin service selection. The
authors consider the dynamic aspect of trust
by introducing a trust varying function which
could give greater weight to the most recently
obtained trust values in the trust calculation.

Xia et al., [15] proposed a subjective trust man-
agement model with multiple decision factors
based on analytic hierarchy process theory and
fuzzy logic rules prediction method. Factors
like direct trust, recommendation trust, incen-
tive function and active degrees are used to
reflect trust relationship complexity. Exper-
iments show that better network interaction
quality, malicious node identification, trust dy-
namic adaptability, attack resistance and se-
curity enhancement is achieved in comparison
with existing trust management models.

The concepts and properties of trust and de-
rive unique characteristics of trust in Mobile
Ad-hoc Networks are discussed in [16]. The
resource constraints like computing power, en-
ergy, bandwidth, time and dynamics like topol-
ogy changes, node failure, propagation channel



104 Yamuna Devi C R, et al.,

conditions are considered in managing trust.
In [17], the authors study the effect of data
forwarding and transmission path in the de-
sign of routing protocol for wireless sensor net-
work. The parameters considered for analyzing
the network performance are network lifetime,
packet delivery rate and transmission latency.

Couto et al., [18] presented the expected trans-
mission count metric (ETX), which finds high-
throughput paths on multi-hop wireless net-
works. ETX reduces the expected total num-
ber of packet transmissions in the network.
A hybrid trust and reputation management
scheme for wireless networks is proposed in
[19]. Liu et al., [20] consider the security of
geographic routing used in ad-hoc and wireless
sensor networks. The delivery of data packets
to the destination node and increasing the life-
time of the network are of prime importance in
most of the above works.

3. SYSTEM ARCHITECTURE

The cluster-based wireless sensor network con-
sidered in this paper has one base station and
50 sensor nodes. Four clusters, each clus-
ter contains a cluster head and member sen-
sor nodes in the corresponding geographical
area are formed. Each of the sensor nodes in
the network has a single receiver and a single
transmitter unit. The cluster member sensor
nodes are homogeneous. When the energy and
resources required are considered, the cluster
head needs more energy and resources com-
pared to normal sensor nodes, as it has to for-
ward the data of all its members. Hence the
initial energy and transmission range of clus-
ter head nodes are more than that of member
nodes.

A sensor node forwards the sensed data to its
cluster head and the cluster head then forwards
the data to the sink or base station located in
the network [4]. The selection of sensor nodes
to forward the data to the base station is done
by considering the Trust of the sensor nodes.
The data gets routed through the forwarding
node to other sensor nodes and the same fac-

tors apply to other sensor nodes, till the data
reaches the base station.

3.1. Network Model

The graph model is used to analyze rout-
ing issues in wireless sensor networks. For a
weighted directed graph G(V, E, ω), the vari-
able V stands for the set of sensor nodes in the
network. E contains V × V edges that repre-
sents the connectivity of nodes. The weighted
label ω) stands for metric used for measur-
ing weights or distance between the nodes con-
nected. For each (i, j) that belongs to E, the
node i is the sender and node j represents the
destination of information. A path ρ from ver-
tex V1 to vertex Vn is denoted by (V1, Vn) equal
to (V1, V2, . . . , Vn), consisting of n-1 edges.
The vertices V2 to Vn−1 represent intermediate
vertices or forwarding nodes.

The trust management protocol for the given
graph is conducted using periodic peer-to-peer
trust evaluation for all the sensor nodes. The
trust update interval is used to find the trust
value of each sensor node in the network. The
trust value of each sensor node is calculated
considering the social trust and QoS trust com-
ponents at every interval of time. Social trust
of wireless sensors comprises of intimacy, hon-
esty, privacy, centrality, and connectivity. QoS
trust includes competence, cooperativeness, re-
liability, task completion capability, etc.,. The
protocol is formulated such that it is generic
and can take a combination of major social
trust and important QoS trust metrics to form
the overall trust metric. By considering the
trust value of each sensor node, a trust worthy
node is determined for forwarding data towards
destination in the network.

The intimacy component of trust is considered
for measuring closeness between sensor nodes
based on interaction experiences and honesty is
considered for measuring regularity or anomaly
to measure social trust derived from social net-
works. Energy is chosen for measuring compe-
tence and unselfishness measures cooperative-
ness to indicate QoS trust derived from com-
munication networks. The intimacy trust com-
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ponent reflects the relative degree of interac-
tion experiences between two nodes. The hon-
esty trust component strongly implies whether
a sensor node is malicious or not. Energy is
an important metric in wireless sensor network
since sensor nodes are extremely constrained
in energy. Energy is used as a QoS trust met-
ric to measure if a sensor node is competent in
performing its intended function.

The trust management protocol is applied to
a clustered wireless sensor network with static
nodes. This network consists of heterogeneous
sensor nodes with two different initial energy
levels. The cluster heads are supplied with
higher initial energy compared to initial en-
ergy of cluster member sensor nodes. A sen-
sor node is more likely to become selfish when
it has low residual energy. A cluster head con-
sumes more energy than sensor nodes, as it has
to forward the packets from all of its member
nodes to the base station. After a sensor node
is compromised, it consumes more energy to
perform various attacks. On the other hand, a
selfish node consumes less energy than an un-
selfish node as its selfish behavior is reflected
by stopping sensing functions and arbitrarily
dropping messages. The compromised or self-
ish nodes can perform various attacks includ-
ing forgery attacks, dropping of packets, con-
suming a lot of energy without performing any
functions. Thus, the only defense of the system
is to avoid such attacks before a system failure
occurs.

3.2. Trust Model

The peer-to-peer trust evaluation process con-
siders social and QoS factors. Intimacy and
honesty fall under social factors whereas en-
ergy and unselfishness are the QoS factors. The
same hierarchy is depicted in Figure 1. The
trust value the sensor node i evaluates towards
sensor node j at time t, Tij(t), is represented
as a real number in the range of [1, 0] where
trust value of 1 indicates complete trust, 0.5 is
ignorance, and 0 indicates distrust.
Trust of node i, Tij(t) at instant t is computed
by the following equations:

Energyhonestyintimacy

Social QoS

Trust

Unselfishness

Figure 1. Components of Sensor Node Trust

Tij(t) = T 1 + T 2 + T 3 + T 4 (1)

T1, T2, T3 and T4 in (1) are given by:

T 1 = W1T
in
ij (t) (2)

T 2 = W2T
ho
ij (t) (3)

T 3 = W3T
en
ij (t) (4)

T 4 = W4T
un
ij (t) (5)

where W1, W2, W3 and W4 represent the
weight associated with the components inti-
macy, honesty, energy and unselfishness of the
sensor node. The special case in which inti-
macy and honesty are equal and energy and
unselfishness are equal is considered is repre-
sented by

W1 +W2 = W3 +W4 (6)

So Eq. (1) can be rewritten as

T ij(t) = 0.5WS + 0.5WQ (7)

WS and WQ are given by the following equa-
tions:

WS = WSoc[T
in
ij (t) + T ho

ij (t)] (8)

WQ = WQoS[T
en
ij (t) + T un

ij (t)] (9)

where

WSoc +WQoS = 1. (10)
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The significance of each component of trust of
a sensor node is as follows:

T in
ij (t): This term stands for intimacy in and

indicates the level of interaction between the
two nodes over the time interval. So, this mea-
sures the level of interaction experiences com-
puted by the number of interactions between
nodes i and j and any neighbor node of other
nodes over the time period [0, t].

T ho
ij (t): The ho is the Honesty related to a

node means the behavior of a node. That is,
the node should perform all its intended func-
tions like transmitting the packets, receiving
the packets as well as forwarding the packets
successfully. If the node is performing all the
intended functions successfully, then the node
is said to be honest node. But, when it cre-
ates nuisance over the network such as drop-
ping of packets and performing attacks, then
the node is considered as a dishonest node. So,
determining a dishonest node in the network
is an important task because it degrades the
system performance and reduces the lifetime
of the network. So, in order to avoid such a
situation, determining the behavior of a node
is essential.

T en
ij (t): Energy - en indicates the residual en-

ergy level of the node. The cluster head con-
sumes more energy than the normal sensor
node. The energy consumption rate is affected
by the state of the node. It is lower when the
node becomes selfish and higher when the node
is compromised, because it takes more energy
to perform the attacks. So, this measures the
percentage of node is remaining energy so that
in future it can perform all its necessary func-
tions.

T un
ij (t): In the wireless sensor network system

model considered, a node may become selfish
to save energy. A selfish node may stop sensing
data and drop packets it receives. An unselfish
node may turn selfish at any trust evaluation
interval t according to its remaining energy and
the number of unselfish neighbors around. So,
this component -un detects the selfish behav-

ior of a node such as not faithfully performing
sensing and reporting functions, data forward-
ing functions, or the prescribed trust manage-
ment protocol execution.

Initially, all sensor nodes in the network are un-
selfish. A nodes selfish probability tends to be
lower when a node has more energy and higher
when the node has more unselfish neighbors as
there are sufficient unselfish neighbors around
to take care of sensor tasks.

3.3. Energy Model

Energy modeling is a key element in wireless
network simulation. In several situations, the
energy consumption at a particular node, or at
a particular component of a node, is of interest.
Further, energy consumed by a sensor node is
an important metric for evaluating the perfor-
mance of wireless network protocols. The en-
ergy model represents level of energy in a sen-
sor node. The energy model in a node has an
initial value which is the level of energy the
node has at the beginning of the simulation
which is known asinitial Energy of the sensor
node i represented by Einit

ij . As the sensor node
performs sensing, receiving and transmitting
operations, energy is consumed by the sensor
nodes. The residual energy of sensor node i
represented by Eresi

ij decreases after every en-
ergy consuming operation. At any instant of
time,

Eresi
ij <= Einit

ij (11)

For each packet sent or received by a sensor
node, a certain amount of energy is spent from
the energy retained by the node. Furthermore,
nodes idle energy consumption is specified. At
every update interval, a procedure would be
called to update the energy of every node on
the network and comparison between the re-
maining energy and the threshold energy would
be done to know whether the node is trustwor-
thy or not. The same procedure would be re-
peated at every regular interval to update the
energy of every node.

Cluster head initial energy Einit
ch and residual

energyEresi
ch are related by (12) which is similar
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to normal sensor nodes.

Eresi
ch <= Einit

ch (12)

The cluster head is given an initial energy
higher than that of normal sensor nodes in the
network because all the packets that have to
reach the base station has to pass through the
cluster head. So

Einit
i <= Einit

ch (13)

for all cluster heads in the network.

4. IMPLEMENTATION

The proposed Trust-Based Hierarchical Rout-
ing protocol forms clusters with the available
sensor nodes in the network. Then starting
from the source node, the node which is clos-
est to the destination with trust greater than
the threshold value is chosen as the forward-
ing node. A cluster head or a cluster mem-
ber node in the cluster can act as a forward-
ing node. Threshold trust is the value of trust
below which, 100 % delivery of the packet to
the destination node can be expected. In other
words, the threshold trust is the marginal value
of trust below which the node starts exhibiting
malicious behavior. In the case of tie, the first
node satisfying above criteria is utilized in for-
warding the packet from source to the destina-
tion node. The process is repeated till the base
station is reached.

The algorithm Trust-Based Hierarchical Rout-
ing is given in Table 1. The sensor nodes are
provided with initial energy and initial trust.
It is necessary to keep count of the trustable
nodes in the network to find the lifetime of the
network.

Data packets are generated for every sending
period from source node to base station form-
ing path through trustable nodes. After every
transmission, the residual energy is updated for
every sensor node participated in the trans-
mission. The trust of every node is updated
depending on its residual energy and commu-
nicating activities with its neighbors. For the
next sending slot, the path from source to the

base station is updated depending on the trust
of the nodes. As the transmission continue, the
number of trustable nodes in the network de-
creases. When this number falls below 35 %
of total nodes in the network the possibility of
a packet reaching the base station is very less.
In order to maintain the packet delivery ra-
tio, the packets are flooded, so that the packet
reaches the base station, may be using a longer
path. This introduces a large end-to-end delay
in transmission, but packet delivery is ensured.

5. PERFORMANCE ANALYSIS

In this section, the numerical results obtained
through network based evaluation are shown
in the form of graphs. The simulator used in
the implementation of routing protocol is NS2
[5], which is a widely used and accepted sim-
ulator for both wired and wireless networks.
The parameters analyzed in this paper are net-
work lifetime and packet delivery ratio of the
network. Percentage of active nodes in the
network as the simulation time proceeds is
recorded for the trust based hierarchical rout-
ing and trust based geographical routing.

A wireless sensor network of 50 sensor nodes
with 4 clusters evenly spread out in a 1000 m
X 1000 m operational area is considered. The
placement of nodes in the network is based on
uniform distribution. The initial energy pro-
vided for sensor nodes is 2 J. Initially all the
sensor nodes are assumed to have trust value
of 1. As the network function continues the
trust of nodes decreases depending on its inter-
actions with its neighbors. Trust of all the sen-
sor nodes in the network are updated at a reg-
ular interval of 0.2 seconds. Different network
parameters and their values are summarized in
Table 2. The sensor node becomes compro-
mised when its trust falls less than 0.5. When
the trust of a sensor node falls below 0.35 then
it is not trustable and cannot take part in any
of the network operations.

Trust Threshold is the value of the trust be-
low which the sensor node cannot participate in
transmission. Whenever trust of sensor a node
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Table 1
Algorithm for Trust-Based Hierarchical Routing (TBHR) for Wireless Sensor Networks

Input: Wireless sensor network with sensor node positions.
Output: Chain of links from selected source sensor nodes to the sink node to transmit

data packets.

1. For all sensor nodes assign initial energy.
2. For all sensor nodes assign trust as 1.
3. Form clusters of sensor nodes.
4. Assign count of trustable nodes as total number of nodes in the network.
5. Set simulation period.
6. Initiate transmission from selected sensor nodes towards the sink node.
7. For each packet transmitted update energy for transmission, reception and forwarding.
8. Update trust of participating nodes after each packet transmission.
9. Update packet count.
10. Update path from source to sink depending on the trust of nodes.
11. Update count of trustable nodes.
12. If number of trustable nodes is below 35 % of total nodes then flood the packet to reach

sink node.
13. Repeat steps 6 13 for each data packet transmission till end of simulation time.

Table 2
Simulation Parameters and Values

Simulation Parameter Value

Number of Nodes 50
Number of Clusters 4
Simulation Time 150 s
Traffic Generator CBR
Monitoring Area 1000 X 1000 m

2

Communication Range 250 m
Packet Interval 0.2 s
Size of the Data Packet 500 bytes
Trust Range [1,0]

falls below threshold value its neighbors with
higher trust values will be used as forwarding
nodes, allowing more sensor nodes to partici-
pate in transmission in the network. Thus the
network is balanced and lifetime of the sensor
network is increased. Figure 2 shows the graph
of network lifetime when the trust threshold
value is varied from 70 to 30 % of complete
trust. Trust value of 1 repres ents complete
trust, so, 70 % and 30 % of trust represents
trust value of 0.7 and 0.3 respectively. The
graph shows that there is an increase of around

10 % network lifetime in the case of Trust-
Based Hierarchical Routing compared to that
of Trust-Based Geographical Routing. The in-
crease in network lifetime is because more num-
ber of nodes are participating in transmission
and energy consumed by the network is near
uniform in the network.

Figure 2. Sensor Node Trust Threshold versus
Network Lifetime

Figure 3 shows the values of Packet Deliv-
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ery Ratio of the rotocols Trust Based Hier-
archical routing and AODV routing for num-
ber of compromised nodes in the network vary-
ing from 0 to 28. As the time proceeds the
sensor nodes communicate with surrounding
nodes and spend energy. This results in sensor
nodes becoming compromised. As the number
of compromised nodes increases the data pack-
ets are forwarded through trustable nodes to
maintain the packet delivery ratio. For the pro-
posed and implemented TBHR protocol when
the number of compromised nodes crosses 24,
which is nearly 50 % of total nodes, the packet
delivery ratio drops. Flooding of packets is
done in TBHR protocol at this stage, to main-
tain the packet delivery ratio of the network.

Figure 3. Number of Compromised Nodes in
the Network Versus Delivery Ratio

The sensor nodes in the network that are not
selfish, or compromised and are trustable, are
active nodes of the network. Figure 4 shows the
decrease in the percentage of active nodes in
Trust-Based Hierarchical Routing and Trust-
Based Geographical Routing protocols. The
graph shows that for the first 40 seconds of
simulation time, all the sensor nodes in the net-
work are active. At 60 seconds TBHR protocol
has all the nodes as active nodes, whereas for
TBGR the same is reduced to less than 95 %
of total nodes in the network.

The percentage of active nodes for TBHR pro-
tocol, is less than the same for TBGR proto-

Figure 4. Simulation Time Versus Percentage
of Active Nodes in the Network

Figure 5. Simulation Time versus Sensor Node
Trust

col on an average of 4 % throughout simula-
tion time. Sensor node trust value is initially
one, and decreases as the network activities are
carried out. The same is shown in Figure 5
for TBHR and TBGR protocols. Sensor node
trust value at the end of simulation for TBHR
protocol is 0.45, and for TBGR it is 0.25 that
indicates the packet delivery factor at this time
is very less. By using flooding technique, the
packet delivery factor of the network is main-
tained at a higher value.
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6. CONCLUSIONS

The role of different components of trust in
routing information from source to destination
in hierarchical wireless sensor network is dis-
cussed in this paper. The results indicated
that Trust-Based Hierarchical Routing proto-
col performs around 10 % better than Trust-
Based Geographical Routing with respect to
network lifetime and nearly 5 % better than
AODV protocol when the packet delivery ratio
is considered. Throughout the simulation pe-
riod the number of active nodes in Trust-Based
Hierarchical Routing is more than or equal to
the same in Trust-Based Geographical Rout-
ing. The flooding performed towards the end
of simulation introduces additional end-to-end
delay in packet transmission. One of the future
directions in this research work is to reduce the
end-to-end delay in packet transmission in the
network.
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