


26

phase derivatives [11,15{18].

Recently signal tracking approach was intro-
duced by Waghmare et. al. for phase estima-
tion [19-24]. In [19], authors demonstrated that
the signal tracking approach based method
outperforms the state-of-the-art for the estima-
tion of phase. In this Paper, we extend the
approach in [19] for phase derivative estima-
tion and demonstrate that the signal tracking
approach provides simultaneous estimation of
phase as well as phase derivatives. Also, it is
observed that it outperforms the state-of-the-
art even for phase derivative estimation. This
is achieved by extending the state space model
used in [19] to form a state vector using rst
M terms of the Taylor series expansion of the
phase function. Also, we provide the values of
tuning parameters, viz, process noise covari-
ance (Q), measurement noise covariance (R)
for extended Kalman Iter equations in Section
3. The theoretical foundation for the proposed
method is discussed in Section 2. Simulation
and experimental results are presented in Sec-
tion 3 followed by conclusions.

2. THEORETICAL FOUNDATION

2.1. State Space Model

The reconstructed interference eld of DHI [7]
with variable amplitude embedded in noise can
be expressed by equation given below

f(m;n) = a(m;n)e! ™M + (m:n) (1)

where a(m;n) is the amplitude and (m;n) is
the interference phase of the analytic signal and

(m; n) is the zero mean Additive White Gaus-
sian Noise (AWGN). Here m and n are the rows
and columns of the N N complex eld. For
any arbitrary column, Eq. (1) can be written
as

f(n) =a(n)e' ™+ (n) @)
In proposed method, phase is assumed to be

continuous and di erentiable function. Hence
we can de ne the Taylor series expansion of the
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phase function (n) in Eqg. 2 as:

(+1) = (M+5 Om+

o OO +w(n) @)

Here, w(n) contains higher order terms of Tay-
lor series which are modelled as process noise.
The amplitude is modelled as random walk so
that we can write,

a(n +1) = a(n) +wg(n) 4)

Now, Egs. 3 & 4 can be written in matrix form
as:

x(n + 1) = Fx(n) + w(n) )
where,
h iT
x) = am @ Dm M) )y
o L 3 2 2 3
o 1 4 L ~T
. Eo o 1 % ﬁ

[

(o] o o o

wn) = wa(n) wo(n) wi(n) wp () T

Here, the vector x(n) denotes the state vector
consisting of phase and its derivative terms, the
matrix F is the transition matrix representing
the relation between the present and the next
state of the eld and w(n) denotes the process
noise.

Using state vector we can generate the mea-
surement signal with the relation

<[f(m] = a(n)cos( (n)) (6)

=[f(m] = a(n)sin( (n)) (M
Hence from above equations, the function h()
used for prediction of observation from state
vector x can be written as:
X1€0S(X2)

h(x) = X18IN(X2)

€)
where x; is the it" element in the state vec-
tor x. As the measurement signal is a complex

eld, the noise will also be in the complex form.
We can assume the measurement (observation)
noise to be additive white Gaussian noise with
zero mean and variance of 2. Hence observa-
tion model can be written as

z(n) = h(x(n)) + (n) ©)
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2.2. Algorithm

Let, x = a ® T be a state vector
describing the phase map, Q be the process
noise covariance, R be the measurement noise
covariance.

Initialize with:

0

Ro
Po

Efxog
Ef(xo %Ro)(Xo %o)'g

here, EF g is an expectation operator.

of pixels in a column.
Process Update Equations:

X, = FR¢ 1
P, = FPx1FT+Q
Jacobian Matrix:

The non-linear observation function is lin-
earized using Jacobian of the function h() as

Hk = @
@X X=R,
cos(xXz)  xisin(xp) 0 O
sin(x2) xpcos(x2) 0O O

where, x; is the it" element of the state vector
Ry
Measurement Update Equations:

Ke = P H' (P HP,T+R) 1!
R = R + Ky h(&y))
P« = P, KPyKT

We can explicitly calculate the unwrapped
phase from state vector, since the second el-
ement of state vector is a phase function it-
self. Also the state vector includes rst and
second derivatives of the phase that provides
direct access to phase derivatives without ad-
ditional computational e orts.

3. SIMULATION RESULTS

In order to quantify the performance vari-
ations among di erent methods in dealing
with rapidly varying signals and signals having
higher dynamic range, we generated a phase
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maps as shown in Figure 1(a) and 1(c) respec-
tively. The corresponding fringe patterns at 20
dB are shown in the Figure 1(b) and 1(d). The
phase map shown in 1(a) exhibit rapid changes
in phase at peak points of the phase map. The
reconstructed interference eld for each phase
is then simulated by using Eq. (1). Additive
white Gaussian noise (AWGN) is then added
to it at SNR of 10dB.

Rows/columns of the complex eld is then pro-
cessed separately by using state space model
explained in Section (2) and the EKF. Arctan
of the rst element of each row / column was
taken as the Initial guess for the EKF. Process
noise covariance Q for the EKF is taken to be

Q = Kqdiag 10 2 10 2 10 ¢

and measurement noise covariance R is calcu-
lated as

R = Krdiag varfR( ¢)g varfl( ¢)g :

Here Ko and Kgr are used as tuning param-
eters whose values generally taken as 0.1 and
100 respectively. ¢ is the cropped part of in-
terference eld having uniform phase variation.
R( ¢) and I( ¢) are the real and imaginary
parts of the cropped interference eld, respec-
tively.

Proposed method is compared with the state-
of-the-art techniques such as State Space
Approach based method (SSA) [12], Dis-
crete Chirp-Fourier Transform (DCFT) based
method [8], Improved High-order Ambiguity
Function (IHAF) based method [9]. Second or-
der polynomials (M=2) were used for DCFT
based methods while fourth order polynomials
(M =4) were used for IHAF based methods for
phase approximation. Each row was divided
into 16 segments (Nw = 16).

The proposed method, being signal tracking
approach, does not approximate the phase by
polynomials. Instead it uses the state space
model to follow the variations in the phase se-
quentially along rows/columns. It is observed
that this method works for larger dynamic
range and rapidly varying phase maps by con-

10 om T
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(d) Fringe Pattern

Figure 1. 3D Mesh Plot of Original Phase Maps and Corresponding Fringe Patterns with SNR of

20dB.

sidering more number of terms from Taylor se-
ries expansion. For the example shown here,
we have used rst 5 terms.

For phase derivative estimation, in DCFT
based method, phase is approximated using
polynomial of degree 2 and phase derivative by
polynomial of degree 1, whereas in IHAF phase
and phase derivatives are approximated by M
and M-1, respectively. Generally M is taken to
be 2 or 4. As the degree of polynomial is small,
it keeps limitations on the performance of these
methods, especially when the phase is rapidly
varying and having larger dynamic range.

As the phase becomes rapidly varying, param-
eter estimation based methods under-perform
producing distortion in the estimated phase,
even at higher SNR values, which is evident
from the Figure 2(a). The phase map shown in
1(c) depicts the larger dynamic range of phase.
As the dynamic range of phase increases, small
error in estimation of coe cients of polynomi-
als (parameters) leads to large change in es-
timated phase. This makes polynomial ap-
proximation approach less reliable for estima-
tion of phase signals having larger dynamic
range. The comparative performance of di er-
ent methods for middle column of the phase
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Figure 2. Estimated Phase Comparison along (a) 86" Column of a Phase Map [Figure 1(a)] and
(b) Middle Column of a Phase Map [Figure 1(c)] Showing Performance of Di erent Methods

map [Figure 1(c)] is shown in Figure 2(b).
From Figure 2, it is observed that the param-
eter estimation based methods fail to estimate
the parameters accurately if the phase values
change rapidly.

For the purpose of comparison, we have shown
the 3D mesh plot of the error in estimate phase
at SNR of 20dB by di erent methods compared
with proposed method. Figure 3 shows the er-
ror in estimation of phase map shown in Fig-
ure 1(a) whereas, Figure 4 shows that of Figure
1(c). We note here that if the phase is rapidly
varying the parametric methods proposed in
literature fail to estimate the phase accurately,
whereas proposed methods provides compara-
tively better estimates.

Also, it is observed that the derivatives esti-
mated by proposed signal tracking approach
are more accurate in terms of RMSE when
compared with the state-of-the-art. Figure
5(a) shows the 3D mesh plot of the phase
derivative of the phase map depicted in Figure
1(c), whereas Figures 5(b-d) shows the error in
phase derivatives estimation by di erent meth-
ods. From Figure 5, it is clear that the signal
tracking approach can be used for simultane-
ous estimation of phase and phase derivatives
from a single record of reconstructed interfer-

ence eld.

4. EXPERIMENTAL RESULTS

Experimental dataset was generated by a DHI
experiment for veri cation of the applicabil-
ity of the proposed approach. A circularly
clamped object was subjected to central load
and two holograms were recorded, each cor-
responding to state before and after the de-
formation, respectively. Coherent Verdi laser
(532nm) was used as a light source whereas a
SONY XCL-U1000 camera was used as imag-
ing device. The complex amplitudes of the ob-
ject wave before and after deformation were ob-
tained by numerical reconstruction, using dis-
crete Fresnel transform. The reconstructed in-
terference eld is then obtained by multiplying
those two complex elds of object waves.
The real part of reconstructed interference
eld, which makes the fringe pattern, shown
in Figure 6(a). The estimated phase patterns
using SSA based method [12] and proposed
method are shown in Figures 6(b) & 6(c), re-
spectively. Although the phase estimated by
both methods is unwrapped, fringes were gen-
erated and displayed for qualitative compar-
ison. Median Iter of mask size 3 3 was
applied on the SSA [10] and EKF based esti-
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Figure 3. Phase Estimation Error for the Phase Map Showing Relatively Poor Performance of
Polynomial Approximation based Methods for Rapidly Varying Phase Map [Phase Map shown in

Figure 1(a)].

mates of phase as a post processing to get rid of
few spurious estimates, because of high noise.
Phase map estimated by SSA based methods
shows distortion which corresponds to the di-
vergence of EKF owing to inadequate process
model. Divergence of EKF is avoided by the
introduction of process noise covariance in the
proposed state space model which is evident
from Figure 6(c). Figure 6(d) depicts the fringe
pattern generated by estimated phase deriva-
tive using proposed approach. Figure 7 shows
the 3D mesh plot of the estimated phase and
phase derivatives, respectively, by proposed ap-

proach. This analysis shows that the EKF can
be successfully applied for phase estimation us-
ing signal tracking approach even for rapidly
varying phase maps.

5. CONCLUSIONS

This paper proposes a new signal tracking ap-
proach for phase estimation in DHI using EKF.
Simulation and experimental results demon-
strate that the proposed method yields more
accurate phase estimates than state-of-the-art
approaches. It is observed that the method
performs very well even for complicated phase
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signals where polynomial approximation ap-
proach based methods may have di culty in
estimation of parameters. Also since the de-
rived state vector includes phase and deriva-
tives of phase, it may give wide applicability of
this algorithm in situations where simultane-
ous estimation of displacement (phase) as well
as strain/curvature (derivatives of phase) are
important.
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